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Executive summary  

 

 

 

Welcome to the latest edition of Updata !  

Updata is an international report produced by Eversheds Sutherlandôs dedicated Privacy and Cybersecurity 

team ï it provides you with a compilation of key privacy and cybersecurity regulatory and legal 

developments from the past quarter.  

This edition cover s July  to September  2021  and is full of newsworthy items from our team members 

around the globe, including  updates along the following themes :  

- The use of cookies is  increasingly coming under scrutiny, including court cases filed in Austria , as well 

as developments  in the UK, France , Italy  and a cookies taskforce being set up at EU level  

- Regulatory enforcement continues to intensify against both small and large companies, including in 

California  

- The privacy implications of artificial inte lligence are also increasingly the subject of regulatory activity, 

including in Singapore  and the UK 

- The proliferation and evolution of global privacy regulations continues, with Saudi Arabia enacting its 

first comprehensive data protection law , the UK DCMSô proposals to overhaul the data protection legal 

regime , and Chinaôs finalisation of its Personal Data Protection Law , which goes into effect on 1 

November  

- Cross border restrictions continue to evolve, with China  setting out new provisions for overseas 

transfers of personal data (including from connected vehicles),and with the U K ICOôs consultation for 

transfers of personal data out of the UK and in the UK  

We hope you enjoy this edition of Updata.  

Follow us on Twitter at:  

@ESPrivacyLaw  
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European Parliament adopts 

temporary exemption to ePrivacy 

Directive to detect child sexual 

abuse online  

Members of the European Parliament (ñMEPs ò) authorised a 

temporary regulation allowing  web -based service providers to 

continue fighting child sexual abuse material online on a 

voluntary basis.  

The  MEPs backed the new legislation in a move to more 

effectively protect children from sexual abuse and  mistreatment 

online , which has been further exacerbated by the COVID -19 

pandemic .  

The agreement on the new temporary legislation anticipates a 

temporary derogation from certain Directive 2002/58/EC 

provisions, including Article 5(1) which concerns the 

con fidentiality of communications online, and Article 6(1) which 

concerns traffic data online is expected.  

The Regulation was published in the Official Journal on 30 July 

2021 and came into force on 2 August 2021. The new legislation 

will apply for a maximum of three years (or fewer if new 

permanent rules on tackling child sexual abuse online are agreed 

in the meantime).  

6 July 2021  Regulation final text  

EDPB adopts guideli nes 07/2020 

on the concepts of controller and 

processor  

The  European Data Protection Board (" EDPB ") published the final 

version of its Guidelines 07/2020 on the concepts of controller 

and processor in the GDPR . 

The detailed guidelines clarify the concepts of controller, joint 

controller and processor, as well as explaining the roles and the 

distribution of responsibilities between the parties, based on the 

definitions in Article 4 of the EU GDPR and the provision s on 

obligations in Chapter IV of the EU GDPR.  

7 July 2021  Guidelines 07/2020   

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32021R1232
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-072020-concepts-controller-and-processor-gdpr_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-072020-concepts-controller-and-processor-gdpr_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-072020-concepts-controller-and-processor-gdpr_en
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In brief, the guidelines say that:  

- a controller is a body that decides upon the purposes and 
means of the processing, i.e., it determines the why and the 

how of the processing. There is no requirement for a 

controller to have access to the data to be classed as a 

controller ;  

- joint controllership exists when two or more entities 

participate in the determination of the purposes and means 

of the processing. Decisions can be made by common 

decision (i.e., the con trollers decide together) or can result 
from converging decisions (i.e., the decisions complement 

each other). For joint controllership to apply, it is important 

to note that the processing by each party must be 

inseparable; and  

- a processor is a natural or  legal person that processes 

personal data on behalf of the controller. The processor 

entity must be separate from the controller, and must not 

process the data in a way that goes beyond the controller's 
instructions. If the processor does go beyond instru ctions 

given by the controller in relation to how the data should be 

processed, it risks falling into the definition of 'controller' . 

The guidelines also clarify the respective responsibilities of  

controllers, joint controllers and processors.  

EDPB guidance remains relevant to UK based companies that are 

subject to the EU GDPR (for example, because they have an 

establishment in the EEA, and/or provide goods/services or 

monitor the behaviour of EEA based individuals).  

EDPB adopts guidelines 04/2021 

on codes of conduct as a tool for 

transfers  of data  

The EDPB  published its guidelines on codes of conduct as tools for 

transfers of data.  

The guidelines aim to clarify the application of article 40(3) of the 

GDPR, which relates to the ability for codes of conduct to be used 

as appropriate safeguards for transfers of personal data to 

countri es that are outside of the EU in accordance with article 

46(2)(e) of the GDPR.  

The guidelines also contain practical support covering the content 

of codes of conduct, how codes of conduct are adopted and the 

7 July 2021  Guidelines 04/2021  

Guidelines 1/2019 on 

codes of conduct and 

monitoring bodies under 

Regulation 2016/679  

https://edpb.europa.eu/our-work-tools/documents/public-consultations/2021/guidelines-042021-codes-conduct-tools-transfers_en
https://edpb.europa.eu/sites/default/files/files/file1/edpb_guidelines_201901_v2.0_codesofconduct_en.pdf
https://edpb.europa.eu/sites/default/files/files/file1/edpb_guidelines_201901_v2.0_codesofconduct_en.pdf
https://edpb.europa.eu/sites/default/files/files/file1/edpb_guidelines_201901_v2.0_codesofconduct_en.pdf
https://edpb.europa.eu/sites/default/files/files/file1/edpb_guidelines_201901_v2.0_codesofconduct_en.pdf
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stakeholders involved, along with the key requi rements to be met 

by, and guarantees that need to be contained in, a code of 

conduct for transfers.  

The guidelines should be read in conjunction with the EDPB 

Guidelines 1/2019 on Codes of Conduct and Monitoring Bodies 

under Regulation 2016/679, which set out a framework for 

adopting codes of conduct.  

EDPB adopts guidelines 02/2021 

on virtual voice assistants  

Following public  consultation, the EDPB issued its updated 

Guidelines 02/2021 on virtual voice assistants  (ñVVA ò) that 

understand voice commands and execute them or mediate with 
other IT syste ms, such as those available on smart devices (eg, 

computers, smartphones, tablets, smart TVs or smart speakers).  

The guidelines highlight that VVAs process huge amounts of 

personal data. They seek to assist stakeholders to address 

compliance issues under the EU GDPR and the EU e -Privacy 

Directive when providing VVA services, by identifying some of the 

most relevant privacy and cyber security challenges and 

suggesting how these can be addressed.  

The gu idelines focus on four common areas where VVAs process 

personal data, namely: executing requests; improving the VVA 

machine learning model; biometric identification; and profiling for 

personalised content or advertising. Special consideration has 

been give n to the processing of childrenôs data. 

The guidelines cover recommendations and advice in relation to 

the provision of the mandatory transparency information; a 

separate registration for each VVA functionality; the choice of 
lawful basis for the processin g of personal data; data retention 

periods; access control mechanisms; the need to filter out 

background noise to protect privacy; the requirement to 

undertake a Data Protection Impact Assessment; and facilitation 

of the exercise of data subject rights thr ough the use of simple 

voice commands.  

7 July 2021  Guidelines 02/2021  

EDPB consults on guidelines on 

codes of conduct as tools for  

transfers  

The  EDPB launched a consultation on new guidelines on codes of 

conduct as tools for transfers. The guidelines, initially published 
on 7 July 2021, work alongside the EDPBôs guidelines on codes of 

conduct and monitoring bodies . The consultation r an until 1 

14 July 2021  Guidelines for 

consultation  

https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-022021-virtual-voice-assistants_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-022021-virtual-voice-assistants_en
https://edpb.europa.eu/our-work-tools/documents/public-consultations/2019/guidelines-12019-codes-conduct-and-monitoring_en
https://edpb.europa.eu/our-work-tools/documents/public-consultations/2019/guidelines-12019-codes-conduct-and-monitoring_en
https://edpb.europa.eu/our-work-tools/documents/public-consultations/2021/guidelines-042021-codes-conduct-tools-transfers_en
https://edpb.europa.eu/our-work-tools/documents/public-consultations/2021/guidelines-042021-codes-conduct-tools-transfers_en
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October 2021.  

The guidelines  aim to specify the application of Article 40(3) of 
the GDPR relating to codes of conduct as appropriate safeguards 

for transfers of personal data to third countries. They also aim to 

provide practical guidance including on the content of such codes 

of con duct, their adoption process and the actors involved as well 

as the requirements to be met and guarantees to be provided by 

a code of conduct for transfers.  

EDPS discusses synthetic data and 

data protection in blog post  

On 14 July 2021, the EDPS published a blog post on synthetic 

data and data protection.  

Synthetic data is defined by the OECD as ñAn approach to 

confidentiality where instead of disseminating real data, synthetic 

data that have been generated from one or m ore population 

models are released.ò Synthetic data allows the retention of the 

original statistical properties while potentially adding an additional 

layer of protection.  

However, the debate is still open on whether synthetic data 

confers meaningful priva cy benefits. The blog post discusses a 
recent EDPS IPEN webinar, held on 17 June 2021, 

titled  ñSynthetic data: what use cases as a privacy enhancing 

technology?ò. During the webinar, experts were divided on the 

practicality and usefulness of synthetic data  as compared to 

traditional forms of data anonymisation.  

14 July 2021  EDPS blog post   

European Parliament committee 

adopts position on proposed Data 

Gove rnance Act  

The Industry, Research and Energy Committee of MEPs adopted 

rules to facilitate making more data available to help create new 

products and innovation, in particular in AI .  

16 July 2021  Press release   

ENISA report highlights growing 

cyber threats to supply chains  

On 29 July, the European Union Age ncy for Cybersecurity 

(ñENISA ò) published a report examining the threat landscape of 

attacks on supply chains.  

The report explores what a supply chain attack is, explains the 

lifecycle of such an attack, highlights recent examples of supply 

chain attacks, analyses supply chain incidents, addresses the 

problem of misclassification of incidents as supply chain attack s 

29 July 2021  Press release   

Report  

https://edps.europa.eu/press-publications/press-news/blog/future-privacy-synthetic_en
https://www.europarl.europa.eu/news/en/press-room/20210708IPR08014/data-governance-new-rules-to-boost-data-sharing-across-the-eu
https://www.enisa.europa.eu/news/enisa-news/understanding-the-increase-in-supply-chain-security-attacks
https://www.enisa.europa.eu/publications/threat-landscape-for-supply-chain-attacks
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and provides several high - level and technical recommendations 

aimed at customers and suppliers.  

Interestingly, the report highlights that attackers are increasingly 

targeting suppliers rather than customers. According to the 

report, this might be becaus e customers have strengthened their 

security protection to combat attacks, and also because attackers 

can affect multiple customers using a supplierôs product through 

targeting that supplier. The report estimates that supply chain 

attacks could increase fo urfold in 2021 compared with 2020.  

62% of the 24 incidents analysed in creating the report used 
malware in order to carry out their attack. In 66% of the 

incidents, the attackersô focus was on the suppliersô code. Around 

58% of attacks focussed mainly on compromising customer data. 

In 66% of the incidents, suppliers were unaware of how the 

attack occurred, or failed to report how they were compromised; 

this contrasts with attacks on customers, where only 9% of those 

attacked were unable to say how the atta cks occurred.  

The report concludes that it is vital that the EU applies good 
practice and establishes coordinated actions across member 

states in order to help reach a common level of security across 

the EU. The report also recommends that customers and 

suppliers take action to combat the threat of supply chain 

attacks.   

EDPB report s  on data protection 

authoritiesô resources 

The EDPB published  a report in response to a request from the 

Committee on Civil Liberties, Justice and Home Affairs of the 

European P arliament to share data protection statistics.  

LIBE was specifically concerned with the level of resources 

provided by Member States to their data protection authorities. 

The report therefore provides breakdowns of each data protection 

authority and other relevant metrics including employee numbers 

and enforcement case figures.  

12 August 2021  Report   

EDPS opinion on European 

Commissionôs consumer credit 

directive proposals  

The European Commission adopted  a proposal  to replace 

Directive 2008/48EC on credit agreements for consumers as well 

as adapting the current rules to the continuing digitalisation of 
the market and other tre nds. The European Data Protection 

Supervisor ( ñEDPSò)  welcomed the aim of strengthening 

26 August 2021  EDPS press release  

https://edpb.europa.eu/system/files/2021-08/edpb_report_2021_overviewsaressourcesandenforcement_v2_0.pdf
https://edps.europa.eu/press-publications/press-news/press-releases/2021/fair-access-credit-through-consumer-and-data_en
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consumer protection and recall ed the complementary relationship 

between consumer and data protection.   

European Commission consults on 

protecting the rights of young 

people and children  

The European Comm ission opened a consultation into protecting 

the rights of young people and children when they go online. This 

forms part of wider consultation activities aimed at creating a 

digital world where everyone can benefit from the opportunities 

being digital pro vides whilst also being fit for the future, as part 

of the EUôs focus on digital transformation by 2030.  

The consultation close d on 11 October 2021.  

1 September 2021  Consultation  

Consultation survey  

BIK strategy  

ISO publishe s new standard f or 

cybersecurity in cars  

The International Standard of Organisation ( ñISO ò), an 
independent, non -governmental internal organisation, has 

released a new standard for cybersecurity engineering for cars.  

The new standard, ISO/SAE 21434 Road Vehicles ï Cybers ecurity 

Engineering , addresses the cybersecurity issues in the 

engineering of electrical and electronic systems within road 

vehicles and aims to enable organisations to define cybersecurity 

policies and processed, manage cybersecurity risk and foster a 

cyb ersecurity culture.  

31 August 2021  Press release  

European Commissionôs approach 

to IOT cybersecurity scrutinised  by 

DigitalEurope  

DigitalEurope  released a new study on cybersecurity of the 

Internet of Things ( ñIOT ò), finding that the European 

Commissionôs approach to cybersecurity leads to security risks in 

connection devices  as well as legal uncertainty.  

The study entailed interviews with 18 st andard experts, who 

identified  a number of vulnerabilities within connected devices 

and suggested recommendations for how EU product legislation 

and harmonised standards should work together in an effort to 

uphold cybersecurity of connected products.  

Digi talEurope recommended that the European Commission 

óprioritise new horizonal cybersecurity legislation applicable across 

all connected productsô and that it should set a órealistic 

timeframe for standards organisations to develop the necessary 

harmonised s tandards, thus maximising the link between 

legislation and standardsô.  

9 September 2021  DigitalEurope study  

https://digital-strategy.ec.europa.eu/en/consultations/have-your-say-childrens-rights-online
https://digital-strategy.ec.europa.eu/en/consultations/have-your-say-childrens-rights-online
https://ec.europa.eu/eusurvey/runner/DigitalDecade4YOUth
https://digital-strategy.ec.europa.eu/en/policies/better-internet-kids
https://www.iso.org/news/ref2705.html
https://www.digitaleurope.org/resources/setting-the-standard-how-to-secure-the-internet-of-things/
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Office of the High Commissioner  

for Human Rights releases 
statement on the use of artificial 

intelligence systems  

The Office of the High Commissioner for Human Rights (ñOCHR ò) 

released a report  on the widespread use by nation states and 
business of AI , which ï while acknowledging that s uch 

technologies can be positive and help societies overcome key 

challenges ï focus sed on how AI can impact an individualôs 

enjoyment of the right to privacy, alongside other human rights.  

Among other recommendations, t he OCHR emphasised the  need 

for a mor atorium on the sale and use of artificial intelligence 

(ñAI ò) systems which pose a serious risk to human rights, until 

adequate safeguards are put in place. She also called for a ban of 
AI applications which are not compliant with international human 

rights law.   

15 September 2021  Office of the High 

Commissioner for Human 

Rights press release  

Office of the High 

Commissioner for Human 

Rights report  

EDPB 55 th  plenary leads to  

establishment of  cookie banner 

taskforce  and opinion on draft 

South Korea adequacy decision  

At its 55 th  plenary, the EDPB  discussed and adopted an opinion on 

the European Commissionôs draft adequacy decision for South 

Korea.  

In this opinion the EDPB considered that the main elements of the 

data protection framework in place in South Korea aligned to the 

essence of the funda mental data protection principles in place in 
the rest of the EU but has requested clarification and ongoing 

monitoring on the following points:  

- further detail on the enforceability, binding nature and 

validity of the administrative rule which sets out how  the 

statutory text applies (Notification No 2021 - 1) ;  

- how effective remedies and redress will be implemented  

- pseudonymisation (in particular the effects on the 

fundamental rights and freedoms of data subjects whose 

personal data is transferred to South Kor ea) ;  

- withdrawal of consent (which under South Korean law only 

exists in specified circumstances rather than a general right 

to withdraw consent) .  

The EDPB also established  a cookie banner taskforce (under 

Article 70(1)(u) GDPR) with the purpose of respondi ng to the 

complaints filed by the not for profit organisation NOYB. The 

taskforce will focus on  exchanging views for legal analysis; 

27 September 2021  55th EDPB Agenda  

Press release (Cookie 

banner taskforce)  

Press r elease (South 

Korea adequacy)  

https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27469&LangID=E
https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27469&LangID=E
https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27469&LangID=E
https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27469&LangID=E
https://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session48/Documents/A_HRC_48_31_AdvanceEditedVersion.docx
https://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session48/Documents/A_HRC_48_31_AdvanceEditedVersion.docx
https://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session48/Documents/A_HRC_48_31_AdvanceEditedVersion.docx
https://edpb.europa.eu/system/files/2021-09/20210924plen1.2agenda_public.pdf
https://edpb.europa.eu/news/news/2021/edpb-establishes-cookie-banner-taskforce_en
https://edpb.europa.eu/news/news/2021/edpb-establishes-cookie-banner-taskforce_en
https://edpb.europa.eu/news/news/2021/edpb-adopts-opinion-draft-south-korea-adequacy-decision_en
https://edpb.europa.eu/news/news/2021/edpb-adopts-opinion-draft-south-korea-adequacy-decision_en
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supporting activities at national level and coordinating consistent 

communication.  
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Supreme Court requests 

preliminary ruling from CJEU on 
lawfulness of data processing by 

social media  platform  

In the long - standing court case of the Austrian privacy activist 

Max Schrems against a global social media platform  over alleged 
GDPR violations, the Austrian Supreme Court has referred parts 

of the matter to the Court of Justice of the European Union  

(ñCJEUò) requesting a preliminary ruling. 

The Supreme Court requested a ruling on the following matters:  

- is the social media platformôs practice to base large parts of 

its processing activities on the legal basis of Article 6(1 )( b) 

GDPR (necessity for the perf ormance of a contract) compliant 

with the GDPR, or would the social media platform  have to 

rely on consent (Article 6(1 )( a) GPDR)?  

- is the principle of data minimisation (Article 5(1 )( c) GDPR) 

violated if data held by the social media platform may be 

aggreg ated, analysed, and processed for the purposes of 

targeted advertising without any restriction on the nature of 

the data or the time it can be held for?  

- is Article 9 GDPR (restrictions on the processing of special 

categories of data) applicable if the special categories of data 

(eg political opinion s or details of sexual orientation)  can be 
filtered from the collected data for advertising purposes, even 

if the controller does not differentiate between this data?  

Date of Decision : 23 

June 2021  

Published : 20 July 

2021  

Link to Decision 

(German)  

Machine translation of the 

decision into English, 

provided by the NGO 

noyb  

Statement by Max 

Schrems/noyb on the 

referral (English)  

https://www.ris.bka.gv.at/Dokumente/Justiz/JJT_20210623_OGH0002_0060OB00056_21K0000_001/JJT_20210623_OGH0002_0060OB00056_21K0000_001.pdf
https://www.ris.bka.gv.at/Dokumente/Justiz/JJT_20210623_OGH0002_0060OB00056_21K0000_001/JJT_20210623_OGH0002_0060OB00056_21K0000_001.pdf
https://noyb.eu/sites/default/files/2021-07/Vorlage_sw_EN.pdf
https://noyb.eu/sites/default/files/2021-07/Vorlage_sw_EN.pdf
https://noyb.eu/sites/default/files/2021-07/Vorlage_sw_EN.pdf
https://noyb.eu/sites/default/files/2021-07/Vorlage_sw_EN.pdf
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
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- is the Article 5(1 )( b) GDPR (principle of purpose limitation) in 

conjunction with Article 9(2 )( e) of the GDPR to be interpreted 
as meaning that a statement about one's sexual orientation 

for the purp oses of a panel discussion permits the processing 

of other data on this data subjectôs sexual orientation for the 

purposes of aggregating and analysing data for personalised 

advertising?  

The  CJEUôs ruling on these matters will have a significant impact 

on the processing of personal data by both social media 

platforms and online advertisers in general.  

Supreme Court awards Max 

Schrems EUR 500 compensation 

over  handling of DSAR and rules o n 

household exemption , the roles of 

ñcontrollerò and ñprocessorò and 

the required response to a DSAR  

While some major questions in the court case of the Austrian 

privacy activist Max Schrems aga inst a global social media 

platform  over alleged GDPR violations were referred to the ECJ 

(see above), the Austrian Supreme Court has issued a final ruling 

on other questions in the case.  

The Supreme Court ruled that Max Schrems has a right to 

compensation of EUR 500 under Article 82 GDPR for the ñmassive 

annoyanceò caused by  the social media platform , particularly in 
relation to its  incomplete response to Max Schremsô data subject 

access r equest  (ñDSAR ò) under Article 15 GDPR.  

The  Supreme Court  also  ruled on the following matters:  

- that the processing  of personal data  on Max Schremsô social 

media  profile, which was set to ñprivateò and was therefore 

not publicly available, is covered by the ñhousehold 

exemptionò (Article 2(2)( c) GDPR)  and therefore not subject 

to GDPR ;  

- that a social media platform  user is not the controller of the 

data processing on their own private social media  profile and 

subsequently, the platform  is not a data processor,  but rather 

a controller of this data ; and  

- that it is not a sufficient response to a DSAR to provide 

access merely to the personal data that the controller deems 

ñrelevantò. This is not changed by the fact that the other data 

may be accessed via an online tool. The Court stated that a 
DSAR should not be an ñeaster egg huntò for the data 

subject. Furthermore, nine access requests during a period of 

Date of Decision : 23 

June 2 021  

Published : 20 July 

2021   

Link to Decision 

(German)  

Machine translation of the 

decision into English, 

provided by the NGO 

noyb  

Statement by Max 

Schrems/noyb on the 

decision (English)  

https://www.ris.bka.gv.at/Dokumente/Justiz/JJT_20210623_OGH0002_0060OB00056_21K0000_000/JJT_20210623_OGH0002_0060OB00056_21K0000_000.pdf
https://www.ris.bka.gv.at/Dokumente/Justiz/JJT_20210623_OGH0002_0060OB00056_21K0000_000/JJT_20210623_OGH0002_0060OB00056_21K0000_000.pdf
https://noyb.eu/sites/default/files/2021-07/Teilurteil_S47-72_sw_en.pdf
https://noyb.eu/sites/default/files/2021-07/Teilurteil_S47-72_sw_en.pdf
https://noyb.eu/sites/default/files/2021-07/Teilurteil_S47-72_sw_en.pdf
https://noyb.eu/sites/default/files/2021-07/Teilurteil_S47-72_sw_en.pdf
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
https://noyb.eu/en/breaking-austrian-ogh-asks-cjeu-if-facebook-undermines-gdpr-2018
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five years was not considered ñexcessiveò within the meaning 

of Article 12(5) GDPR . 

Austrian DPA issues EUR 2 million 

penalty against loyalty program for 

unlawful profiling practices  

The Austrian Data Protection Authority  (ñDPA ò) issued a fine of 

EUR 2 million against an  Austrian loyalty program for unlawful 

profiling practices.  

The Austrian DPA found it  was not sufficiently clear for customers 

signing up to the loyalty program that they  were also consenting 

to the use of their personal data for profiling purposes. Following 

the first proceeding in relation to this ,  the loyalty program made 

this information clearer for new customers. The DPA claimed  
however that they did not stop using th e affected data subjectsô 

personal data for profiling , which led to the DPA imposing the 

fine . The personal data of approximately 2.3 million data subjects 

was affected.  

The loyalty program plans to  appeal against the  decision .  

Therefore, the decision is n ot yet binding.  

2 August 2021  News report (German)  

Austrian DPA rules that oil 

companyôs screening of  employee  
work phones  and emails violated 

GDPR  

The Austrian DPA ruled  that a major Austrian oil company 

violated data protection  laws  by reviewing their employeesô 
professional phone records and email accounts without the 

consent of the companyôs Works Council. It is not known if the 

DPA has  issued a fine or not.  

According to a  news  report , the company required their 

employees to consent to the company reviewing abbreviated 

itemized bills (with the last three digits deleted) from company 

cell phones as well as e -mails sent and received via the company 

e-mail account over a certain period of time. The company 
intended to match this data with certain target phone numbers 

and to screen for selected search terms to identify breaches of 

the employment contracts or of the applicable l aws. The report 

claims that the Works Council was not involved in this screening.  

According to the report, the DPA issued a ruling declaring these 

screening measures to have been unlawful despite the 

employeesô consent. The ruling has not yet been published. The 

company claims that all measures have been lawful and 

6 August 2021  Report on news por tal 

ñDossierò (German) 

https://www.derstandard.at/story/2000128639162/joe-bonusclub-soll-millionenstrafe-zahlen
https://www.dossier.at/dossiers/omv/am-schauplatz/
https://www.dossier.at/dossiers/omv/am-schauplatz/
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announced its plans to  appeal against the decision. Therefore, the 

decision is not yet binding.  

NGO noyb issues complaints 

regarding cookie banners  

The Austrian NGO noyb, founded by Max Schrems, filed 422 

formal GDPR complaints against website operators for alleged 

unlawful use of cookie banners.  

Earlier this year, noyb sent letters to around 500 websites 

informing them of the NGOôs intention to file a complaint unless 

the claimed violations of GDPR were remedied. While the NGO 

claims that many  violations were actually remedied, most 

websites did n ot render their cookie banners fully compliant.  

Therefore, in August, the NGO filed 422 formal GDPR complaints 

against the responsible website operators. Approximately half of 

these complaints were filed at the Austrian DPA.  

The NGO identified the following issues as being most prevalent:  

- no option to reject cookies on first layer of the banner ;  

- pre - ticked consent boxes ;  

- link instead of button to exercise reject cookies option ;  

- deceptive button contrast/colour ;  

- unlawful use of legitimate interest ;  

- m arking cookies as essential that are not essential; and  

- withdrawing consent to cookies is not as easy as giving 

consent .  

The NGO expects the first decisions on their complaints around 

the end of this year.  The EDPB has set up a taskforce to 

coordinate the response to these complaints.  

10 August 2021  Link to report by noyb 

(English)  

Link to statement by 

EDPB (English)  

NGO noyb issues complaints 
regarding  ñpay- or -okayò cookie 

walls  

The Austrian NGO noyb filed complaints against seven major 
German and Austrian news websites for the ir  use of cookie 

paywalls.  

The NGO claims that consent to the use of cookies on these 

websites was not freely given as the price for the use of the 

13 August 2021   Link to report by noyb 

(English)  

https://noyb.eu/en/noyb-files-422-formal-gdpr-complaints-nerve-wrecking-cookie-banners?mtc=mu
https://noyb.eu/en/noyb-files-422-formal-gdpr-complaints-nerve-wrecking-cookie-banners?mtc=mu
https://edpb.europa.eu/news/news/2021/edpb-establishes-cookie-banner-taskforce_en?mkt_tok=MTM4LUVaTS0wNDIAAAF_zFfjXtB2DsLOAwhdAa94A86s-VrUCzUkYVfPoe4L79tpwm4IxHsUeM6BkPk8YlcyKUSGItoP7xZxdAsJHTj8uTk888OFwdlrXSXmsMv2zuE3
https://edpb.europa.eu/news/news/2021/edpb-establishes-cookie-banner-taskforce_en?mkt_tok=MTM4LUVaTS0wNDIAAAF_zFfjXtB2DsLOAwhdAa94A86s-VrUCzUkYVfPoe4L79tpwm4IxHsUeM6BkPk8YlcyKUSGItoP7xZxdAsJHTj8uTk888OFwdlrXSXmsMv2zuE3
https://noyb.eu/en/news-sites-readers-need-buy-back-their-own-data-exorbitant-price
https://noyb.eu/en/news-sites-readers-need-buy-back-their-own-data-exorbitant-price
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website without cookies was usually 10 - 100 times higher than the 

market price of the data otherwise collected.  

In 2019, the Austrian Data Protection Authority ruled that an 

Austrian news websiteôs cookie paywall did not violate GDPR. 

However, noyb c laims that this ruling was based on largely 

inaccurate information. Therefore, noyb hopes to reverse this 

ruling.  The complaints were filed with Austrian and German DPAs.  

Federal Administrative Court asks  

CJEU  to issue a preliminary ruling 

on Article 15(3) GDPR  

The Austrian Federal Administrati ve Court (BVwG) is to decide on 

an appeal against a decision by the Austrian DPA.  

The proceeding was initiated by a complaint from a data subject 
who had filed a DSAR pursuant to Article 15 GDPR to a credit 

agency. Amongst other things, the complainant req uested a copy 

of their personal data processed by the credit agency.  

In response to this request for a copy, the agency only provided a 

table that contained the personal data of the complainant in 

aggregated form but refused to provide a database print -out  or 

copies of email correspondence regarding the complainant. The 

agency argued that Article 15(3) GDPR does  not entitle a data 
subject to receive a fascimile copy of the data  and that d isclosure 

of a copy would also violate the agencyôs business secrets. 

The Austrian DPA agreed with  the arguments of the credit agency 

and dismissed the complaint. The respondent appealed against 

this decision.  

The Austrian Federal Administrative Court stayed the proceeding 

and filed a request for a preliminary ruling from  th e CJEU on the 

interpretation and extent of the right to receive a copy under 
Article 15(3) GDPR.  Amongst other questions, the Court ask ed 

whether  the term "copy" is to be interpreted as meaning a 

photocopy/facsimile copy of the data, or if the term is to b e 

interpreted as meaning a "transcript" of the data.  

9 August 2021  Link to report on GDPR 

hub (English)  

Supr eme Court rules that credit 

agencyôs processing of 3 year old 

personal data relating to  unpaid 

invoices did not violate GDPR  

The Austrian Supreme Court decided on a case in which a 

claimant was requesting a credit agency to delete data about the 

claimant relating to information on a series of invoices that had 

not been paid by the claimant  in 2017 and 2018. The claimant 
claimed that all unpaid invoiced had since been paid and that the 

Date of Decision : 9 

August 2021  

Published : 19 August 

2021  

Decision (German)  

Summar y of decision on 

GDPRhub (English)  

https://gdprhub.eu/index.php?title=BVwG_-_W211_2222613-2/12E_(request_for_preliminary_ruling_under_Article_267_TFEU)&amp;mtc=today
https://gdprhub.eu/index.php?title=BVwG_-_W211_2222613-2/12E_(request_for_preliminary_ruling_under_Article_267_TFEU)&amp;mtc=today
https://www.ris.bka.gv.at/Dokumente/Justiz/JJT_20210623_OGH0002_0060OB00087_21V0000_000/JJT_20210623_OGH0002_0060OB00087_21V0000_000.pdf
https://gdprhub.eu/index.php?title=OGH_-_6Ob87/21v&amp;mtc=today
https://gdprhub.eu/index.php?title=OGH_-_6Ob87/21v&amp;mtc=today
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claimantôs financial situation had improved. Therefore, the 

claimant requested deletion of this data based on the right to be 

forgotten (Article 17 GDPR).  

The Supreme Court rejected the request for deletion of the data , 

ruling that the credit agency could base the processing on 

legitimate interest. In this context, the legitimate interest of the 

credit agencyôs customers in receiving a complete picture of the 

data subjectôs creditworthiness and payment behaviour had to be 

taken into account.  

In this context, the processing of this data for approximately only 

3 years (at the date of the decision) was permissible.  

Furthermore, the Supreme Court stated (obiter dictum) that even 

the storage period of 10 y ears intended by the credit agency 

would have been  permissible in this context.  

Austrian DPA requires credit 

agency to explain the logic behind 

calculation of credit scores  

The Austrian NGO noyb filed a complaint in the name of a data 

subject against a credit agency.  

The data subject had been denied  an energy contract due to their 

low creditworthiness. When the data subject filed a data access 
request to the credit agency, the agency claimed not to process 

any personal data about the data subject. The agency refused to 

explain how the data subjectôs credit score had been calculated, 

claiming that such explanation would violate trade secrets.  

It transpired that the  data subjectôs credit score was calculated 

based only on the data subjectós name, address, sex and date of 

birth, combined with demographic  data.  

The Austrian DPA ruled that the agency was obliged to inform its 
customers about the fact that the calculation of their credit score 

was based only on their name, address, sex and date of birth, 

combined with demographic data and was not based on an y data 

on payment behaviour of this particular data subject.  

Furthermore, the Austrian DPA ruled that the calculation of the 

credit score was to be considered profiling. It ruled that therefore 

the agency was obliged to provide information on the logic beh ind 

calculating the credit score pursuant to Article 15(1 )( h) GDPR. 

4 August 2021  Link to report by noyb 

(English)  

https://noyb.eu/en/data-voodoo-credit-ranking-agency-crif-creates-credit-rating-out-thin-air?mtc=mu
https://noyb.eu/en/data-voodoo-credit-ranking-agency-crif-creates-credit-rating-out-thin-air?mtc=mu
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Only the computer code  supporting the calculation was protected 

as a trade secret.  

It is expected that the credit agency will appeal against this 

decision. The refore, the  decision is not y et  binding.  

Austrian DPA  issues fine of EUR 9.5 

million for v iolating  right of access  

According to news reports, the Austrian DPA has issued a fine of 

EUR 9.5 million against a postal services organisation  for 

unlawfully refusing to respond to  DSARs that were sent via email. 

The DPA considers this a  violation  of data subjects' right of access 

under Article 15 GDPR.  

The postal services organisation has  announced it  will appeal 

against this decision. Therefore, the decision is not yet binding.  

29 September 2021  Link to news report 

(German)  

 

 

https://www.derstandard.at/story/2000130022725/post-ag-muss-fuer-datenskandal-9-5-millionen-euro-strafe
https://www.derstandard.at/story/2000130022725/post-ag-muss-fuer-datenskandal-9-5-millionen-euro-strafe
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Measures for cybersecurity reviews 

(Revision draft for comments) 

ḟԄḫ ד←αӡ ’Ề₱ổ β  

On 10 July 2021, the Cyberspace Administration of China (ñCACò) 
published a revised draft of the Measures for Cybersecurity 

Reviews (ñRevision Draft Measures ò) for public comment. Set 

out below are the key differences of the Revision Draft Measures 

compared to the previous draft.  

- The Revision Draft Measures extend the possible subjects of 

cybersecurity review to include data processors w hose 

processing activity affects or may affect national security, in 

addition to critical information infrastructure operators 

procuring network product or service (collectively 

ñoperatorsò) from the previous draft.  

- The Revision Draft Measures confer signi ficance on 

cybersecurity reviews during listing. Operators in possession 

of personal information of more than 1 million users must 

apply for a security review if they wish to list outside the 

country. Accordingly, the China Securities Regulatory 

Commission  was also recently added to the list of regulatory 

authorities tasked with jointly coordinating cybersecurity 

review related matters . 

- During a cybersecurity review, which focuses on evaluating 

potential national security risk, a multitude of factors would 

be taken into account. Examples of new additions include: 

10 July 2021  Measures for 
cybersecurity reviews 

(revision draft for 

comments)  

http://www.cac.gov.cn/2021-07/10/c_1627503724456684.htm
http://www.cac.gov.cn/2021-07/10/c_1627503724456684.htm
http://www.cac.gov.cn/2021-07/10/c_1627503724456684.htm
http://www.cac.gov.cn/2021-07/10/c_1627503724456684.htm
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the risk that crucial or large amounts of personal information 

may be influenced, controlled or maliciously manipulated by 
foreign government after overseas listing, or the risk of it 

being stolen, leaked, damaged, illegally used or transmitted 

overseas . 

- Regarding procedural matters, the Revision Draft Measures 

extend the special review period from 45 working days (as in 

the previous draft) to 3 months, subject to extension if 

further complications a rise .  

Administrative provisions on 
security vulnerabilities in network 

products ҒᵜḟԄ╩∕ Ᵽ Ḧ  

On 12 July 2021, the Ministry of Industry and Information 
Technology  (ñMIIT ò), the CAC and the Ministry of Public Security 

jointly published  a circular on the issuance of the Administrative 

Provisions on Security Vulnerabilities in Network P roducts 

(ñAdministrative Provisions ò). 

The Administrative Provisions apply to three main types of 

entities , namely :  network products (including hardware and 

software) providers ;  network operators ;  and individuals or 

organisations engaging in the detection, collection and publication 

of security vulnerabilities.  

The Administrative Provisions impose the following general and 

specific obligations on these entities:  

General obligations:  

- All three cla sses of entities are required to maintain a 

channel for receiving reports of security vulnerability in their 

network products and shall preserve such information for no 

less than six months .  

Specific obligations of network products providers:  

- They are req uired to take steps to ensure a timely repair and 

reasonable publication of any security vulnerabilities and 

provide users with proper guidance and support in taking 

precautionary measures. The Administrative Provisions 

highlight proper evaluation, informi ng, reporting and 

vulnerability fixing obligations .  

1 September 2021  Administrative provisions 
on security vulnerabilities 

in network products  

http://www.cac.gov.cn/2021-07/13/c_1627761607640342.htm
http://www.cac.gov.cn/2021-07/13/c_1627761607640342.htm
http://www.cac.gov.cn/2021-07/13/c_1627761607640342.htm
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Specific obligations of individuals or organisations engaging in the 

detection, collection and publication of security vulnerabilities:  

- When publishing information on any detected security 

vulnerability v ia network platform, media, conference etc. 

they shall abide by the principles of necessity, honesty, 

impartiality and furthering cybersecurity risk prevention. The 

Administrative Provisions lay out eight specific requirements, 

for instance, ñwhite hatsò are  not allowed to make an early 

release of the security vulnerability before a fix is devised; 

prohibition against intentionally exaggerating the risk or 
exploiting information for malicious purposes; and seeking 

State approval prior to publication during a major event etc .  

- As for liabilities, the Administrative Provisions make reference 

to the PRC Cybersecurity Law. Network product s providers in 

violation shall face a fine of up to RMB 500,000 whereas 

responsible individuals could face up to RMB 100,000. F or 

network operators that fail to act to repair or prevent security 

vulnerabilities they may face a fine of up to RMB 100,000 

with responsible individuals facing up to RMB  50,000 .  

Provisions of the Supreme People's 

Court on Several Issues concerning 

the application of law in the trial of 

civil cases involving the processing 

of Personal Informatio n using 

facial recognition 

technology ῏ ҙ€← Ԋ҇ḫⱣӓⱴ

ҙ ַἆῠᶳⱣѥҙӠ Ԋ€҅’Ҭגּ ⱴ

←Ễ Ẇ ײַ Ḧ  

On 27 July 2021, the Supreme Peopleôs Court published  the 

provisions of the Supreme Peopleôs Court on several issues 

concerning the application of law in the trial of civil cases 

involving the processing of Personal Information using facial 

recognition technology ( ñInterpretation ò), imposing stricter data 

pr otection requirements.  

The Interpretation highlights a range of scenarios of processing 
facial information which could constitute an infringement of 

personal rights.  

These include:  

- utilising facial recognition technology to verify, identify or 

analyse fa ces in public areas (eg hotel, shopping mall, bank, 

airport etc.) in violation of laws or regulations ;  

- failing to disclose or specify the rules, purpose, manner or 

scope of such processing ;  

1 August 2021  Provisions of the 

Supreme People's Court 

on Several Issues 

concerning the 

application of law in the 

trial of civil cases 

involving the processing 
of Personal Information 

using facial recognition 

technology  

http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
http://www.court.gov.cn/fabu-xiangqing-315851.html
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- failing to obtain the requisite consent of data subjects or their 

guardian ;  

- processing facial information contrary to the agreed purpose, 

manner or scope ;  

- omitting to take measures in safeguarding information 

security resulting in leak, interference or loss of information ;  

- providing information to other parties in violation of any law, 

regulation or agreement ;  

- processing facial information in a manner that would violate 

public order or ethics, and  

- processing facial information in a manner that would violate 

legality, legitimacy or necessity .  

More specifically, the Interpretation goes further to exclude 

certain circumstances where even consent would not constitute a 

valid defence.  

These are:  

- providers mandating consent as a pre - requisite to providing 

products or services, but where processing of facial 

information is not necessary ;  

- bundled consent alongside other authorisations; and  

- consent obtained through force or disguise .  

Standard contracts requiring an individual to grant unlimited, 

irrevocable and freely transferrable consent to process facial 

information may also be invalid.  

Liabilities for non - compliance vary. An aggrieved data subject 

may claim for monetary remedies (including reasonable expenses 
and attorneyôs fees), request the processer deletes the relevant 

facial information and seek injunctive relief.  

Regulations on the security 

protection of critical information 

infrastructure 

Ԋ Ӡ ᶡ︠ ᾜḟԄӟἑῪӔ  

On 30 July 2021, the State Council published  the Regulations on 

the Security Protection of Critical Information Infrastructure 

(ñRegulationsò).  

Scope of Critical Information Infrastructure (ñCII ò): 

1 September 2021  Regulations on the 

security protection of 

critical information 

infrastructure  

http://www.gov.cn/zhengce/content/2021-08/17/content_5631671.htm
http://www.gov.cn/zhengce/content/2021-08/17/content_5631671.htm
http://www.gov.cn/zhengce/content/2021-08/17/content_5631671.htm
http://www.gov.cn/zhengce/content/2021-08/17/content_5631671.htm
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Generally, CII is contemplated to be key network facilities and 

information systems in certain industries (eg public 
telecommunications and information services, public s ervices, 

finance etc) that in the event of any destruction, loss of function 

or data leakage, may seriously endanger national security.  

Identification of CII:  

Relevant security protection departments are empowered to 

formulate rules for identification of CII taking into account the 

following factors:  

- degree of importance to the core operations of the 

industry/area ;  

- potential degree of damage following a destruc tion, loss of 

function or data leakage; and  

- corresponding impacts on other industries and areas .  

Key obligations of CII operators:  

CII operators are bound by a series of obligations under the 

Regulations, which includes: putting in place a sound 

cybersecu rity protection system and accountability system; 
establishing a dedicated security management body; and 

conducting at least one network security test and risk assessment 

annually, and rectifying and reporting accordingly.  

Liabilities for non - compliance:  

Both CII operators and their responsible persons may face 

repercussions for non -compliance. CII operators may be subject 

to a correction order, warning, monetary fine and confiscation of 

the illegal income. Individuals responsible for such non -
compliance m ay also have a fine or detention imposed on them 

and/or be prohibited from future employment in core positions 

related to cybersecurity administration and network operations, 

as well as various other criminal liabilities under applicable laws.  

  

Pr ovisions on vehicle data security 

management (for trial 

On 16 August 2021, the CAC, National Development and Reform 

Commission, MIIT, Ministry of Public Security and Ministry of 

Transport jointly released  the Several Prov isions on Vehicle Data 

Security Management (for Trial Implementation) ( ñProvisions ò). 

1 October 2021  Several provisions on 

vehicle data security 

mana gement (for trial 

implementation)  

http://www.cac.gov.cn/2021-08/20/c_1631049984897667.htm
http://www.cac.gov.cn/2021-08/20/c_1631049984897667.htm
http://www.cac.gov.cn/2021-08/20/c_1631049984897667.htm
http://www.cac.gov.cn/2021-08/20/c_1631049984897667.htm
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implementation) 

℗ ᾎὊḟԄ Ᵽ Ẇ Ḧα β  

We summarise below the updates to the Provisions compared to 

their  previous draft s.  

Scope of application and definitions:  

The Provisions include an explanation of their scope of application 

with more refined definitions that are also more in line with the 

relevant laws.  These include:  

- replacing ñoperatorsò with ñvehicle data processorsò. The 

term, alongside examples provided in the Provisions 

(including automobile manufa cturers and repair and 

maintenance providers), covers almost all operators in the 

whole chain of the automobile industry ;  

- notably, aligning its definitions for personal information and 

sensitive personal information with the Personal Data 

Protection Law (ñPDPL ò), with tweaks made to p ertain to 

vehicles; and  

- amending the scope of important data, including: adding the 

requirement of ñreflecting performance of the economyò 

before classifying any data on traffic volume and logistics as 
importa nt data, and excluding ñsurveying information with a 

higher level of precision than maps published by the Stateò 

from the scope which was initially written under the draft .  

Principles of Processing of Personal Data:  

Following the five principles as introdu ced in our previous update, 

the Provisions made slight adjustments as follows:  

- providing flexibility to the default non -collection of data by 

removing the previous limitation on frequency of consent 

under the draft ;  

- expanding the principle of anonymisatio n to include all 

aspects related to the processing of vehicle data (and not 

merely to before providing information to outside the 

vehicles); and  

- deleting the minimum retention period principle .  

Requirements for Processing Personal Information:  

 



 

Updata Edition 13 ï July to September 2021  |  China  23  

China  

Development  Summary  Date  Links                     

The Provisi ons made slight updates to the content of the notice to 

be given to the data subject and require consent when processing 
personal information. Similarly, updates were made to the 

requirements for processing sensitive personal information.  

In particular, th e Provisions provide for an exception to consent. 

This exception can only be invoked when there is a need to 

ensure driving safety and if it pertains to collection of data from 

individuals outside the vehicle.  

Data Localisation:  

Last but not least, the P rovisions have removed the previous 
restrictions on requiring operators to take steps to ensure  data 

security and prevent  the loss of data in the event that scientific 

and commercial ventures acquire and utilise personal information 

and important data stor ed within PRC. Th e idea behing this is to 

bet ter facilitate reasonable commercial development and usage of 

vehicle data.  

Personal Data Protection Law of 

the PRC 

Ѧᴁҙ€ԉᵘᶁѥҙӠ ӟἑ←  

On 20 August 2021, the Standing Committee of the National 

Peopleôs Congress of China published  the  PDPL. We summarise 
below the key updates to the finalised legislation compared to the 

second draft.  

Legal basis for processing personal data:  

The PDPL now ha s a total of seven legal bases for data 

processing. Compared to the second draft, the only substantial 

update is to the contractual necessity ground, which would also 

extend to human resources management under a legally 

established policy or legally conclu ded collective contract.  

Separate consent:  

The PDPL has consistently throughout its previous two drafts and 

in the final version introduced the requirement of separate 

consent. Most notably, processors would need to obtain separate 

consent from a minorôs guardian when processing personal 

informatio n of a minor below the age of 14, as such information is 

now recognised to be sensitive personal information.  

Cross -border data transfer:  

1 November 2021  Personal Data Protection 

Law of the PRC  

http://www.npc.gov.cn/npc/c30834/202108/a8c4e3672c74491a80b53a172bb753fe.shtml
http://www.npc.gov.cn/npc/c30834/202108/a8c4e3672c74491a80b53a172bb753fe.shtml
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The PDPL would allow the transfer of information outside the PRC 

if any international treaty or agreement concluded or acceded to 
by the PRC so provides or requires. Personal information 

processors are required to go the extra mile by ensuring that the 

processing activities of the foreign recipients confer a comparable 

standard of protection as to the PDPL. When respond ing to 

requests from overseas judicial or law enforcement agencies, the 

competent authorities of the PRC shall handle such requests in 

accordance with the relevant laws or international treaties or 

agreements, and in compliance with the principles of equal ity and 

reciprocity.  

Protection of data subjects:  

The PDPL confers specific protection under certain scenarios, 

these include:  

- Rights of deceased persons: The final PDPL drastically 

changes the concept of data protection rights initially 

introduced in the second draft. After implementation, a close 

relative may, for their own lawful and legitimate interests, 
access, copy, amend or delete such information, unless the 

deceased has specified otherwise before death ;  

- Automated decisions: Automated decisions shal l not subject 

individuals to unreasonable differential treatment, including 

price and conditions ;  

- Transfer of data: Individuals have the right to request their 

personal information be transferred to a processor 

designated by them, provided that the process or meets the 

conditions of CAC ;  

- Legal entitlements: A data subject may file a claim in a 

peopleôs court against a personal information processor 

refusing to respond to  requests exercised pursuant to his/her 

rights .  

Personal information protection mechanism s:  

The final PDPL imposes  a wider range of information protection 

mechanisms on personal information processors. For example, 
the notification obligation would be triggered not only after the 

actual occurrence of an incident, but also when it is likely to  
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occur. Further, tampering, in addition to leakage or loss, would 

also be considered an incident triggering notification.  

In case of personal information leakage, falsification or loss, the 

notice to be issued by the processor would be extended to also 

include the types and causes of such incident, its possible harm, 

and remedial measures taken for mitigation.  

Administrative provisions on 

algorithm recommendation of the 

Internet Information Services 

(draft for comments) 

҉ Ӡ ΐז ←ὕ Ᵽ ḦαỀ₱ổ

β  

On 27 August 2021, the CAC published the Administrative 

Provisions on Algorithm Recommendation of Internet Information 

Services (Draft for Comments) ( ñDraft Provisions ò) for public 

comment.  

The Draft Provisions apply to and govern the use of  algorithmic 

recommendation technology in providing internet information 

services within the PRC. Such use is defined as providing 

information content to users through generation and synthesis, 

personalised pushing, sequence selection, search filtering, an d 

adjusting decision -making.  

The Draft Provisions stress the principle of mainstream values, 

and contributions for a better and more positive algorithm 
mechanisms landscape. Service providers are bound by a set of 

general obligations, including:  

- implemen ting entity responsibility for algorithm security, 

establishing competent management systems, allocating 

professional support and publishing algorithm 

recommendation guiding rules ;  

- periodically reviewing algorithm mechanisms and refraining 

from setting up models that would cause addictions or go 

against public customs ;  

- strengthening the management of information content, 

preventing dissemination of illegal content, and retaining and 

reporting relevant records ;  

- strengthening the management of user modelling and labels 

and fending off unlawful, negative or discriminatory labels  

- enhancing the ecological management of recommendation 

pages; and  

- optimising strategies and transparency .  

1 November 2021  Administrative Provisions 

on the algorithm 

recommendation of the 

Internet Information 
Servic es (draft for 

comments)  

http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
http://www.moj.gov.cn/pub/sfbgw/lfyjzj/lflfyjzj/202108/t20210827_436209.html
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On a more specific set of ñdosò and ñdo notsò ï first, the Draft 

Prov isions prohibit the use of algorithms for unfair competition. 
Service providers are not allowed to give a false impression of 

web traffic (eg by creating fake accounts) and manipulating 

search results (eg blocking information and making excessive 

recommend ations).  

Furthermore, the Draft Provisions offer special protection to 

certain groups, namely:  

- consumers from being subject to unreasonable treatment 

differentiation in transaction price and other conditions ;  

- minors are shielded from information detrimental to their 

physical and psychological health and are further exposed to 

beneficial and healthy information; and  

- employees subject to work scheduling shall enjoy better 

order allocation, payments and work times .  

Penalties for non - compl iance vary according to the specific 

provision violated. Possible penalties would include warnings, 

criticisms circulation, order correction, suspension of information 
updates, fines, revoking filings, public security administrative 

sanctions and criminal responsibility in accordance with applicable 

PRC laws.  

Administrative measures for 

record - filing of the platforms for 

collection of security 

vulnerabilities in network products 

(draft for comments) 

ҒᵜḟԄ╩∕ᾁ ẇᴵᶴ’ Ᵽד←α

Ề₱ổ β  

On 13 September 2021, the MIIT published the Administrative 

Measures for Record - filing of the Platforms for Collection of 

Security Vulnerabilities in Network Products (Draft for Comments) 

(ñDraft Measures ò) for public consultation .  

Platforms for collection of security vulnerabilities in network 
products refer to pl atforms by organisations or individuals 

established to collect security vulnerability information in respect 

of network products other than their own. The Draft Measures 

expressly exclude from its scope platforms that are only used for 

repairing security v ulnerabilities of their own network, network 

products and systems.  

The Draft Measures require individuals or organisations seeking to 

establish a platform for collection of security vulnerabilities to file 
certain specified information with the MIIT prior  to its actual 

operations. Platforms that are already in operation shall file 

13 September 2021  Administ rative measures 

for record - filing of the 

platforms for collection of 

security vulnerabilities in 

network products (draft 

for comments)  

https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
https://wap.miit.gov.cn/gzcy/yjzj/art/2021/art_50884c2ec2864fdf9205510562ecaf9b.html
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accordingly within ten  working days of the effective date of the 

Measures. The Draft Measures also set out the procedures 
following verification of information by the MIIT, and p rocedures 

to be adopted by the relevant platform in the event of any change 

to the filed information or termination of business.  

Information security technology ï 

Identification guide of important 

data (draft for comments) 

Ӡ ḟԄἆῠ 

ᾎὊ ַἷᴆαỀ₱ổ β  

On 23 September 2021, a draft recommended national standard, 

ñInformation Security Technology ï Identification Guide of 

Important Data (Draft for Comments) ( ӡỤḠԅἩ  

ᾭὯ ָὝᴇ(ề∂Ỵ ))ò (ñIGID ò) was released. However, it 

is only an interim work product and doe s not reflect the 
authorityôs final opinion. The final version of the IGID may still be 

adjusted subject to further announcement s by the CAC of the 

relevant rules.  

The IGID has listed 8 general characteristics for important data, 

which relate to the following areas:  

- economic operation ;  

- human and health ;  

- natural resource and environment ;  

- science and technology ;  

- security protection ;  

- application service ;  

- political activities ;  

- others .  

The IGID further recommends that :  (i) the relevant local or 

industrial authorities shall, based on the above general 

characteristics, formulate their own rules to identify the specific 
category and more detailed characteristics of its important data; 

(ii) all organisations may then identify their important data based 

on the d etailed rules as mentioned in (i) and formulate an 

important data directory; and (iii) all organizations shall then 

report the identification result of their important data to the 

relevant local or industrial authorities.  

23 September 2021  This IGID has on ly been 

released by some private 

sources and no official 

link is available at this 

stage.  
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Code of conduct: CNIL grants first 

approval to a monitoring body  

On 17 June 2021, the CNIL delivered its first approval to a 

monitoring body tasked with ensuring the proper application of 

the first CNIL -approved code of conduct, which was developed by 

Cloud Infrastructure Service Providers Europe (ñCISPE ò) and is 

dedicated to cloud infrastructure service providers (ñIaaS ò). The 

approval triggers the e ffective date of the CISPE code of conduct.  

The approval granted by the CNIL will remain in force for 5 years. 

However, in the event that the requirements relating to the 

approval are no longer complied with, the approval may be 

revoked. The CNIL is examin ing other applications by 

organisations wishing to become monitoring bodies for that code 

of conduct.  

Codes of conduct allow professionals in a given sector to 
demonstrate their compliance with the GDPR by justifying the 

good practices they have put in pla ce. Adherence to a code is 

voluntary, but implies correct application of control measures by 

third party organisations. To implement this these organisations 

CNILôs statement (in 

French) : 23 

September 2021  

CNILôs deliberation (in 

French) : 17 June 

2021  

CNILôs statement 

(French)  

CNILôs deliberation 

(French)  

https://www.cnil.fr/fr/code-de-conduite-la-cnil-delivre-un-premier-agrement-un-organisme-de-controle
https://www.cnil.fr/fr/code-de-conduite-la-cnil-delivre-un-premier-agrement-un-organisme-de-controle
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043792358?init=true&amp;page=1&amp;query=%2A&amp;searchField=ALL&amp;tab_selection=cnil
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043792358?init=true&amp;page=1&amp;query=%2A&amp;searchField=ALL&amp;tab_selection=cnil
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must be approved by the competent control authority on the 

basis of the CNILôs guidelines. 

Administrative fine of EUR 

1,750,000 for insufficient 

information to indiv iduals and 

excessive data retention  

On 20 July 2021, the CNIL sanctioned a French company 

specializing in the management of complementary pensions for 

private sector employees and assurance.  

Inspections carried out by the CNIL in 2019 showed that the 

company stored clients ô personal data for an excessive period of 

time, and failed to properly inform data subjects of privacy 

related information when the company carried out telephone 

solicitation campaigns.  

The CNIL first found that the company failed to  comply with the 

obligation  not  to retain personal data for longer than necessary 

under Article 5.1 (e) GDPR, as it kept the data of clients longer 

than the maximum period allowed by French law and the data of 

prospective clients for more than three years.   

In addition, the CNIL found that the privacy notice information 

provided to individuals contacted by phone by the company's 

subcontractors was insufficient (Articles 13 and 14 GDPR). In 
particular, phone calls could be recorded without the individual 

bei ng informed of the recording or of the right to object to such 

recording.  

The amount of the fine was EUR 1,750,000, which was assessed 

taking into account the size and financial situation of the 

company in order to impose a dissuasive and proportionate fin e.  

CNILôs statement (in 

French) : 23 

September 2021  

CNILôs deliberation (in 

French) : 20 July 2021  

CNILôs statement 

(French)  

CNILôs deliberation 

(French)  

Administrative fine of EUR 400,000 

for failure to inform political 
figures, journalists and activists of 

data collected for lobbying 

purposes  

In July 2021, the CNIL issued an administ rative fine of EUR 

400,000 against a leading company specializing in the field of 

plant biotechnology.  

In May 2019, the press revealed that the company held personal 

data of more than 200 politicians, journalists, environmental 

activists, scientists etc. i nvolved in a debate about the renewal of 

approval granted by the European Commission for the use of 

glyphosate (a herbicide) in Europe. The CNIL then received 

complaints from seven concerned individuals who claimed that 

they had not been informed of that p ractice.  

CNILôs statement (in 

French) : 23 

September 2021  

CNILôs deliberation (in 

French) : 26 July 2021   

CNILôs statement 

(French)  

CNILôs deliberation 

(French)  

https://www.cnil.fr/fr/sanction-1-75-million-deuros-ag2r-la-mondiale
https://www.cnil.fr/fr/sanction-1-75-million-deuros-ag2r-la-mondiale
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043829617?isSuggest=true
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043829617?isSuggest=true
https://www.cnil.fr/fr/fichier-de-lobbying-sanction-de-400-000-euros-lencontre-de-la-societe-monsanto
https://www.cnil.fr/fr/fichier-de-lobbying-sanction-de-400-000-euros-lencontre-de-la-societe-monsanto
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043860997
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043860997
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Inspections carried out by the CNIL showed that the data had 

been compiled on behalf of the company by several lobbying 
organisations. The data included the individualsô organisation, job 

title, professional address, professional landline number, mobile 

phone number, email address and, in some cases, Twitter 

account. In addition, each individual was given a score ranging 

from 1 to 5 to assess their influence, credibility and support to 

the company on various subjects such as pesticides or genetical ly 

modified organisms.  

While the CNIL pointed out that the collection of such data for 
lobbying purposes was not, in itself, unlawful, it considered that 

the company breached the GDPR because it both failed to inform 

the concerned data subjects in accordan ce with Article 14 GDPR 

so that they could exercise their right of opposition and because it 

did not enter into an agreement with the lobbying organisations 

as mandated by Article 28 GDPR.  

Interestingly, the CNIL considered that informing the data 

subject s would not require disproportionate effort, as the data 
included the contact details of all the data subjects. It further 

recall ed that information is an essential right as it communicates 

details relating to  the exercise of other rights (access, oppositi on, 

deletion etc.) to which data subjects are entitled.  

Fine of EUR 50,000 for placing 

cookies on website usersô devices 

without their prior consent  

In July 2021, the CNIL imposed a fine of EUR 50,000 on a 

company publishing a French news website for automatically 

placing advertising cookies on the devices of the websiteôs users 

without obtaining their prior consent.  

The CNIL carried out inspections in 2020 and 2021 on the 

companyôs website, and found that, when users visited the 

website, third -party cookies were installed by partners of the 

company on their devices before they provided consent, but also 

when they refused to accept cookies.  

The CNIL outlined that the publishing company was responsible 

for ensu ring that its partners comply with the rules applicable to 

cookies, and should have made its best efforts to ensure that 
they did not place advertising cookies on the website usersô 

devices before the users had accepted these cookies. According 

to the CNIL , the fact that the advertising cookies were placed on 

CNILôs statement (in 

French) : 23 

September 2021  

CNILôs deliberation (in 

French) : 27 July 2021  

CNILôs statement 

(French)  

CNILôs deliberation 

(Fren ch)  

https://www.cnil.fr/fr/cookies-sanction-de-50-000-euros-lencontre-de-la-societe-du-figaro
https://www.cnil.fr/fr/cookies-sanction-de-50-000-euros-lencontre-de-la-societe-du-figaro
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043867129
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000043867129
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the usersô devices by third parties could not exempt the website 

publisher from liability, since it was controlling the website and 

servers.  

The CNIL also considered that the tools implemented by the 

publishing company, such as a cookie management platform, 

were not sufficient  since cookies which required consent were still 

installed before any consent was obtained or despite the refusal 

of the websiteôs users. 

The refore, the  CNIL ruled that the publis hing company infringed 

the provisions of the French Data Protection Act that implements 
into French law the provisions of the e -Privacy Directive relating 

to cookies. It underlined that this decision is part of its overall 

strategy on cookies, initiated in  2019 and aimed at ensuring that 

both French and foreign companies with websites directed 

towards French users comply with the requirement to lawfully 

obtain prior consent for cookies.  

CNILôs model for data protection 

maturity self - assessment  

The CNIL released a data protection management maturity self -

assessment model. The draft model transposes  the maturity 
levels for information technology defined in international 

standards  to da ta protection management . It aims to illustrate, 

for typical data protection actions implemented by organisations, 

each maturity level with examples of practices and processes.  

The model first sets out five levels of maturity to assess how well 

data protec tion actions are managed, ranging from (0) not 

performed, (1) performed informally, (2) planned and tracked, 

(3) well defined, (4) qualitatively controlled, and (5) continuously 
improving. It then describes eight typical data protection actions 

that may be  put in place by organisations such as defining and 

implementing data protection practices, mapping and maintaining 

an accurate record of data protection activities, and responding to 

subject access requests. Most importantly, the model applies the 

levels of maturity to the typical data protection actions: a table 

illustrates, for all eight data protection actions, each maturity 

level with examples of practices and processes. Thus, it displays 
different degrees of robustness and sophistication for how actio ns 

related to data protection may be managed.  

9 September 2021  CNILôs statement 

(French)  

CNILôs model (French) 

https://www.cnil.fr/fr/la-cnil-propose-une-autoevaluation-de-maturite-en-gestion-de-la-protection-des-donnees
https://www.cnil.fr/fr/la-cnil-propose-une-autoevaluation-de-maturite-en-gestion-de-la-protection-des-donnees
https://www.cnil.fr/sites/default/files/atoms/files/autoevaluation_de_maturite_en_gestion_de_la_protection_des_donnees.pdf
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The CNIL highlights that the model allows organisations to assess 

their own level of maturity and determine how to improve their 
management of data protection to reach a targeted adequate 

level. The model is, h owever, not intended to provide a guarantee 

of de facto compliance.  

New verifications of the CNIL 

relating to compliance with cookie 

regulations  

In July 2021, the CNIL sent formal notices to approximately forty 

publishers of high - traffic websites whose practices on cookies was 

found to be contrary to the CNILôs new guidelines (published on 1 

October 2020 with a 1 April 2021 effective date). One of the main 

tenets of these guidelines requires website publishers to ensure 
that their users can refuse cookie s as easily as they can accept 

them.  

The companies that  received formal notices were required to put 

their websites in compliance with the CNILôs guidelines before 6 

September 2021.  

In September 2021, the CNIL indicated that thirty of these 

companies modif ied their practices to comply with its 

requirements, but that four failed to reply to the formal notices 
and were liable for potential administrative fines amounting to up 

to 2% of their global annual turnover.  

The CNIL indicated that it will continue to carry out verifications 

on the use of cookies by French and international entities 

operating in various sectors (the formal notices sent in July 2021 

were directed to companies publishing retail websites, online 

travel agencies, car rental companies and co mpanies operating in 

the banking and energy sectors).  

14 September 2021  CNILôs statement 

(French)  

Right to rectification  and erasure 

enforced by the CNIL  

Despite its small size, a French company was issued a EUR 3,000 

fine by the CNIL because it was found to have breached several 

basic obligations under the GDPR, including the obligation to 

properly inform individuals (Arti cles 13 and 14 GDPR), compliance 

with the  right to rectification and erasure (Articles 16 and 17 

GDPR), maintaining a record of processing activities (Article 30 

GDPR) and cooperating with the supervisory authority (Article 31 

GDPR).  

CNILôs statement (in 

French) : 14 

September 2021  

CNILôs deliberation (in 

French) : 15 

September 2021  

CNILôs statement 

(French)  

CNILôs deliberation 

(French)  

https://www.cnil.fr/fr/refuser-les-cookies-doit-etre-aussi-simple-quaccepter-bilan-de-la-deuxieme-campagne-de-mises-en
https://www.cnil.fr/fr/refuser-les-cookies-doit-etre-aussi-simple-quaccepter-bilan-de-la-deuxieme-campagne-de-mises-en
https://www.cnil.fr/fr/sanction-de-3-000-euros-lencontre-de-la-societe-nouvelle-de-lannuaire-francais-snaf
https://www.cnil.fr/fr/sanction-de-3-000-euros-lencontre-de-la-societe-nouvelle-de-lannuaire-francais-snaf
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000044043045
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000044043045
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This sanction and the fact that it was made public by the CNIL 

signals its intent to send a message that no company is too small 

to comply with the GDPR.  

CNIL launches a public 

consultation on a draft guide on 

recruitment  

The CNIL recently published a consultation on a draft guide to 

help recruitment professionals comply with data protection 

obligations.  

In 2002, the CNIL published a first recommendation ñrelating to 

the c ollection and processing of personal information during 

recruitment operationsò (deliberation nÁ 02- 017 of 21 March 

2002). However, the evolution of the legal framework, practices 
and technologies required an update of this position as well as 

clarificatio n of new topics.  

This new guide is divided into 19 factsheets aimed at reviewing 

the basic and core topics of the regulation on data protection in 

the recruitment sector as well as providing answers to questions 

resulting from the use of new technologies b y recruiters and 

certain other specific questions. Among those are ñCan a recruiter 

use personality assessment tools or data available on social 
networks?ò; ñUnder what conditions can video interviews be 

conducted?ò; and ñWhat rules apply to the collection of criminal 

records, mandatory checks or the collection of sensitive data such 

as health, religion or sexuality?ò 

The consultation is open until 19 November 2021 to all 

recruitment stakeholders, both public and private (direct 

employers, recruitment firms , temporary work companies, 

platforms, etc.). The publication of a final guide is scheduled for 

February 2022.  

20 September 2021  CNILôs statement 

(French)  

CNILôs draft guide 

(French)  

 

https://www.cnil.fr/fr/la-cnil-lance-une-consultation-publique-sur-un-projet-de-guide-sur-le-recrutement
https://www.cnil.fr/fr/la-cnil-lance-une-consultation-publique-sur-un-projet-de-guide-sur-le-recrutement
https://www.cnil.fr/sites/default/files/atoms/files/projet_de_guide_-_recrutement.pdf
https://www.cnil.fr/sites/default/files/atoms/files/projet_de_guide_-_recrutement.pdf
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GDPR damages only upon proof of 

specific damage by data subject  

In accordance with the rulings of numerous other German courts, 
the Brandenburg Higher Regional Court has now also decided that 

a specific damage must be sustained in order to assert a claim for 

damages under the GDPR. For example, it is not sufficient if a 

photo and the name of the data subject are used on a website 

without permission. Rather, the data subjec t must prove which 

specific disadvantages he or she has suffered as a result.  

11 August 2021   

 

Judgment  (German only)  

 

  

https://gerichtsentscheidungen.brandenburg.de/gerichtsentscheidung/19230
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Improper use of a GDPR right to 

information  

Requests for information from data subjects that are improper 

and serve solely to tie up the company's capacities are a problem 
of practical relevance for companies. The Wuppertal Regional 

Court has now defined when a right to information under Art. 15 

GDPR is improper. Since the right to information is intended to 

enable the data subject to be aware of the processing of his or 

her personal data and to be able to check its lawfulness, requests 

for information that pursue a purpose other than data protection 

are inadmissible.  

29 July 2021   

 

Judgment  (German only)  

 

  

Mandatory consent to advertising 

in online lotteries is permissible  

The Data Protection Commissioner of North Rhine -Westphalia 
states in her activity report that online lotteries, where the data 

subject has to give mandatory consent to advertising, are legally 

valid. Although there is no valid consent because the consent is 

not freely given, a contract between the data subject an the 

controller  can be referred to as the legal basis.  

1 July 2021   

 

Activity report (p. 40)  

 

  

Compensation for damages in the 

event of insufficient GDPR 

information  

An employer requested her employer to grant her information 

pursuant to Art. 15 GDPR. However, the employer did not 

sufficiently comply with this request. For this reason, the Regional 
Labour Court of Hamm awarded the woman damages in the 

amoun t of EUR 1,000. According to the court, there was no 

exception for minor cases.  

11 May 2021   

 

Judgment  (German only)  

 

  

Requirements on effective consent 

to telephone advertising  

In its ruling, the Bonn Di strict Court defined the requirements for 

effective consent to telephone advertising. The controller 

collected the opt - in in the context of an online sweepstake. 

Considering this, it must first be possible for the data subject to 

determine to whom exactly the consent to advertising is to apply. 
Consumers have a legitimate interest in receiving sufficiently 

detailed information about the type of services or products and 

the companies from which they will receive advertising in a 

specific case.  

22 September 2 020   

 

Judgment  (German only)  

 

  

Proceedings of the Berlin data 

protection authority against 

unlawful tracking  

The Berlin Commissioner for Data Protection and Freedom of 

Information announced in a press rel ease that approximately  50 

Berlin companies have been warned for using unlawful tracking 

technologies. Unless the companies concerned review their 
websites and bring the tracking in line with current data 

9 August 2021   

 

Press statement (German 

only)   

 

  

https://openjur.de/u/2351736.html
https://www.ldi.nrw.de/mainmenu_Aktuelles/Inhalt/26_-Bericht/26_-Bericht-LDI-NRW.pdf
https://openjur.de/u/2348566.html
https://openjur.de/u/2347485.html
https://www.datenschutz-berlin.de/fileadmin/user_upload/pdf/pressemitteilungen/2021/20210809-PM-Tracking-de.pdf
https://www.datenschutz-berlin.de/fileadmin/user_upload/pdf/pressemitteilungen/2021/20210809-PM-Tracking-de.pdf
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protection regulations, a formal investigation  will  take place  and 

fine s may  be imposed.  

Fine due to insufficient technical -

organisational measures  

The Data Protection Commissioner of Lower Saxony announced in 

her most recent activity report that she had imposed a fine of 

EUR 65,500 on an online shop due to  its  insufficient technical and 

organisational measures. The s hop used a web shop application 

that had been outdated for many years and had significant 

security failings .  

1 August 2021   

 

Activity report (German 

only)  

 

  

Right of the controller to refuse 

information in the event of 
re quests for information from data 

protection authorities  

The Higher Administrative Court of Schleswig -Holstein ruled that 

a company does not have to incriminate itself if a data protection 
authority requests information. Rather, it can refuse to provide 

the  information. However, this only applies to questions where 

there is a risk of criminal proceedings or an administrative 

offence. Failure to respond to the request for information, 

however, entails the risk of an extensive on -site data protection 

audit by the authority.  

28 May 2021   

 

Judgment  (German only)  

 

  

Sending faxes is an insecure means 

of communication  

In a statement, the Hessian data protection commissioner has 

spoken out against the transmission o f personal data by fax, as 
there are now many more secure methods of exchanging 

messages, such as encrypted e -mail. A particular problem is that 

by entering a wrong fax number, personal data can be disclosed 

to third parties without authorisation. This res ults in risks to the 

rights and freedoms of data subjects that are not in line with the 

GDPR. Accordingly, the Hessian Data Protection Commissioner 

recommends, as a matter of principle, not to transfer personal 

data by fax and to switch to digital solution s. Only in exceptional 
cases, e.g. due to a particular urgency and if additional protective 

measures have been taken at the senders' and recipients' 

premises, should fax be used.  

14 September 2021   

 

Statement (German only)  

 

  

Warning against the use of Zoom in 

the on - demand variant  

The Hamburg Commissioner for Data Protection and Freedom of 

Information has officially warned the Senate Chancellery of the 

Free and Hanseatic City of Hamburg about the  use  of  the video 

conferencing solution of Zoom Inc. in its  on-demand variant. This 

viol ates the GDPR, as such use involves the transfer of personal 
data to the US. There is no sufficient protection for such data in 

this third country. In this way, the data of call participants are 

16 August 2021   

 

Press statement (German 

only)  

 

                                                                        

file:///C:/Users/dacostj/AppData/Local/Temp/MicrosoftEdgeDownloads/40cf500f-aa01-4f7f-8e24-8132133f1bd9/Taetigkeitsbericht_2020_Web.pdf
file:///C:/Users/dacostj/AppData/Local/Temp/MicrosoftEdgeDownloads/40cf500f-aa01-4f7f-8e24-8132133f1bd9/Taetigkeitsbericht_2020_Web.pdf
https://openjur.de/u/2345129.html
https://datenschutz.hessen.de/datenschutz/it-und-datenschutz/zur-%C3%BCbermittlung-personenbezogener-daten-per-fax
https://datenschutz-hamburg.de/pressemitteilungen/2021/08/2021-08-16-senatskanzlei-zoom
https://datenschutz-hamburg.de/pressemitteilungen/2021/08/2021-08-16-senatskanzlei-zoom
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exposed to the risk  of mass surveillance in the US, against w hich 

there are no sufficient legal protection options. The European 
Data Protection Board has produced recommendations on the  

transfer of personal data to third countries  such as the US in 

accordance with the GDPR.  
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PCPD issues guidance on Ethical 

Development and Use of Artificial 

Intelligence  

On 18 August 2021, the Privacy Commissioner for Personal Data 

(ñPCPDò) published its ñGuidance on the Ethical Development 

and Use of Artificial Intelligenceò to facilitate the development 
and use of Artificial Intelligence (ñAI ò) in Hong Kong and to assist 

organisations in complying with the provisions of the Personal 

Data (Privacy) Ordinance (Cap. 486) (ñPDPO ò) in their 

development and use of AI.  

The guidance is structured in three main parts: (i) data 

stewardship values; (ii) ethical principles for AI; and  (iii) 

recommended practices for organisations.  

18 August 2021   

 

Guidance on the Ethical 

Development and Use of 

Artificial Intelligence  

PCPDôs media statement 

https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.pcpd.org.hk/english/news_events/media_statements/press_20210818.html











































































































